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Calculation of compressible flows about complex moving
geometries using a three-dimensional Cartesian cut cell

method
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SUMMARY

A three-dimensional Cartesian cut cell method is described for modelling compressible flows around
complex geometries, which may be either static or in relative motion. A background Cartesian mesh is
generated and any solid bodies cut out of it. Accurate representation of the geometry is achieved by
employing different types of cut cell. A modified finite volume solver is used to deal with boundaries that
are moving with respect to the stationary background mesh. The current flow solver is an unsplit
MUSCL–Hancock method of the Godunov type, which is implemented in conjunction with a cell-
merging technique to maintain numerical stability in the presence of arbitrarily small cut cells and to
retain strict conservation at moving boundaries. The method is applied to some steady and unsteady
compressible flows involving both static and moving bodies in three dimensions. Copyright © 2000 John
Wiley & Sons, Ltd.

KEY WORDS: compressible flow; Cartesian cut cells; finite volume; Riemann-based schemes; static and
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1. INTRODUCTION

Although a variety of mesh generation techniques are now available (see, for example,
References [1–7]), the generation of meshes around complicated, multi-component geometries
is still a tedious and difficult task. Currently, the two most widely used methods for dealing
with complex geometries involve the use of either structured or unstructured meshes. Struc-
tured mesh techniques are usually based on either multi-block [8], composite overlapping block
structure approaches (Chimera) [9] or flexible mesh embedding techniques (e.g. FAME)
[10,11]. Essentially, with an overlapping mesh technique, individual components are meshed
separately using local structured meshes that overlay a background structured mesh. As any
boundary/body moves its associated mesh moves with it, with the other meshes remaining
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unchanged. Since information must be transferred between meshes, the identification of mesh
intersection points and interpolation of data on all overlapping meshes is necessary. Further-
more, if an individual body geometry is very complex, the essential difficulties of mesh
generation remain unresolved unless multiple embedded meshes are used on a single compo-
nent, as in the FAME approach [10,11]. Unstructured mesh methods [2–7,12,13] utilize grids
in which there is no concept of global or local co-ordinate directions. Triangular cells are used
in two dimensions and tetrahedra in three dimensions; hence unstructured mesh techniques
appear extremely powerful for arbitrarily complex geometries. For moving boundary/body
problems, periodic local or global remeshing is required to account for the boundary/body
movement. This is non-trivial and requires a significant degree of user intervention. In cases
where body motion is large, such methods may encounter difficulties preserving boundaries
and avoiding excessive mesh distortion and/or overlapping elements.

A third alternative regaining popularity is the use of a completely Cartesian mesh. Concep-
tually, this approach is quite simple. Solid bodies are cut out of a single static background
mesh and their boundaries represented by different types of cut cell. The difficult and
case-specific problem of generating a structured or unstructured mesh is replaced by the more
general problem of finding the intersection points between a stationary or moving surface
geometry and a background Cartesian mesh. In principle, the cut cell approach has the
potential to greatly simplify and automate the difficult task of mesh generation. Also it can
provide a method that can deal efficiently with steady or non-steady compressible flows
around arbitrarily complicated, multi-element, geometries, which are either stationary or in
relative motion, without the requirement for a moving mesh or local or global remeshing.
Problems such as mesh distortion, body motion restriction, etc., which may occur when using
other mesh approaches, are completely avoided. The computational overheads of the cut cell
approach in terms of the required checks on critical cells, recalculation of cell volumes and side
vectors as bodies move through the static mesh are typically in the order of 5%. Compared
with a conventional body-fitted curvilinear structured grid, cell volumes and side vector
quantities are trivial to evaluate and calculated quickly. On the other hand, a fully unstruc-
tured method would require local remeshing in the vicinity of a moving body together with
interpolation of the solution data, which would be more costly in general than a cut cell
approach, which only requires changes at cells cut by the body contour.

Cartesian mesh methods have been used with significant success for computing flows about
complicated geometries (see References [14–25]). For example, Berger and Colella [22] and
Quirk [23] have used adaptive mesh refinement (AMR) techniques to obtain highly resolved
solutions of unsteady shock hydrodynamic problems. Upwind methods on adaptively refined
Cartesian meshes have been described previously by Berger and Colella [22] for unsteady flows.
Powell and colleagues [17,18,20] have also developed Cartesian mesh methods for steady and
unsteady flows, employing a time step adaptation approach to improve computational
efficiency. An assessment of the accuracy of Cartesian mesh approaches has been made by
Coirier and Powell [20]. These results have demonstrated the value of cut cell methods for
static bodies; however, it is for moving boundary problems that the method potentially offers
most advantage when compared with more conventional mesh generation techniques. This is
particularly so in cases where large amplitude body motion is involved. In this paper, we
present an extension of the two-dimensional Cartesian cut cell method reported in References
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[21,26] to three dimensions, including details of the algorithm for both static and moving body
problems. In the next section, we first describe the generation of a Cartesian cut cell mesh in
three dimensions and in Section 3 we present the details of a high resolution numerical
integration scheme suitable for use on a cut cell mesh. Extension of the methodology to
moving body problems is discussed in Section 4, while in Section 5 examples are provided to
show the capability of the method for the simulation of compressible flows around complex
static geometries and moving body problems. We include preliminary results for a case
involving a body engaged in large amplitude motion through a static mesh. Finally, in Section
6, we make some concluding remarks and comments concerning future work.

2. PRINCIPLES OF THE CUT CELL METHOD IN THREE-DIMENSIONAL CASE

A Cartesian cut cell mesh can be generated simply by ‘cutting’ solid bodies out of a
background Cartesian mesh. Three types of cells are formed in the computational domain:
flow cells, cut cells and solid cells (see Figure 1). Each cut cell can be handled by replacing any
number of intersecting planes within the cell by seven approximating planes, including six
interfaces and one solid face.

Initially, all cells are flagged as either flow or solid cells. Once all the intersections between
the boundaries of any solid bodies and the background mesh lines have been established, cells
that intersect the surfaces of solid bodies are defined as cut cells. Sweeps across the
background mesh are performed to identify which cells are surrounded by solid or cut cells.
These cells are registered as solid cells.

2.1. Solid geometry description

Body surfaces can be described by triangulated surface facets obtained directly from a
computer aided design (CAD) package or by a surface triangulation procedure. Unlike the
surface triangulation used in unstructured mesh generation techniques, where the size of
triangles are fixed by the requirements of the flow solver, the surface facets in our method are
chosen to be just large enough to accurately define the surfaces of any bodies. For example,
a planar surface of a solid body need only be divided into two triangular facets. The triangular
facets are stored as a set of vertices with connectivity lists so that the surface normals are
oriented properly in the flow domain. For example, the triangular facet M in Figure 2 has
three vertices in a vertex set and its normal is

Figure 1. Flow cell, cut cell and solid cell.
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Figure 2. A triangular facet M.

nM=n12×n23 (1)

n12= (X2−X1, Y2−Y1, Z2−Z1) (2)

n23= (X3−X2, Y3−Y2, Z3−Z2) (3)

If there is more than one solid body, additional sets of vertices are needed. Thus, there is no
limitation to the number of bodies in a multi-component geometry. The triangular facets are
used only to find the intersection points between the surfaces of solid bodies and the
background Cartesian mesh. Therefore, the fewer triangular facets that are used the quicker
the generation of the cut cell mesh will be.

2.2. Finding the intersection points

Once the background Cartesian mesh and the geometry of any solid bodies have been defined
we must find the intersection points between them. Since the geometry of a solid body is
represented by a surface fitting of triangular facets, the problem of mesh generation is reduced
to finding the intersection points between an individual triangular facet and a Cartesian mesh
line. The intersection of a straight line with a plane can be found in a straightforward manner.
First, equations of both the plane and the straight line are described in parametric formulae.
Unless these are parallel or coincident, solutions for the relevant parameters can be obtained
exactly (see Figure 3). The equations of a triangular plane and a straight line are

!P(u, 6)=P(0, 0)+r1u+r26 (05u+651)
P(t)=P(0)+rt (05 t51)

(4)
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Figure 3. Intersection of line and triangular plane.
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(6)

The system of equations that describe the point of intersection is

Pc=P(0, 0)+r1uc+r26c=P(0)+rtc (7)

Here, the three unknowns, uc, 6c and tc, are uniquely determined by the three available
equations in the respective co-ordinate directions. The solutions are then checked to determine
whether the intersection point is on the triangular plane or its extended plane. If these
solutions are out of range, the intersection lies on the extended plane (or line) of the triangular
plane (or straight line). If the line is parallel to the plane or lies in the plane, there is no unique
solution. Details of intersection problems involving a straight line and a flat plane can be
found in Reference [27]. To find all the intersections on an individual Cartesian mesh line L,
two end points L1 and L2 are usually chosen at two boundaries of the flow field. For example,
if the mesh line L lies in the x-direction, the resulting points L1 and L2 will be
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!P(0)= (Xmin, Y, Z)
P(1)= (Xmax, Y, Z)

(8)

Once all of the triangular facets have been checked, all intersection points along the mesh line
L will have been found.

Usually, cut cells occupy only a small proportion of the total number cells in the flow
domain. Hence, they are stored in a series of lists including connectivity data with respect to
the background mesh. As each intersection point along an individual mesh line is obtained it
is registered in the cut cell list. This process is repeated until all the mesh lines have been dealt
with.

2.3. Determining the required cut cell data

Once the intersection points between the geometry of a solid body and the background mesh
lines have been determined, all the required geometric data concerning the cut cells can be
determined. For a finite volume method, this is the direction of the outward normal vector to
each solid face, the area of each face and the volume of each cut cell. We calculate the area
of six interfaces of each cut cell based on the intersection points at the cell edges. If a cut cell
interface is located inside a solid, the area of the interface is set to zero. The solid boundary
(or face) is approximated by the non-planar quadrilateral pqrs (see Figure 4). Although the
normal vector and area of the solid face are not explicitly calculated in this case, they can be
computed by taking the difference between the exposed areas of opposing interfaces, i.e.

�S�=
(Sx
l −Sx

r )2+ (Sy
l −Sy

r)2+ (Sz
l −Sz

r)2 (9)

Figure 4. A cut cell in three dimensions.
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n=
(Sx

r −Sx
l , Sy

r −Sy
l , Sz

r −Sz
l )

�S� (10)

Finally, the volume is calculated using the Gauss divergence theorem, which transforms the
required volume integrations into surface integrations over the exposed interfaces and solid
faces, i.e.

V=
1
3

%
M

m=1

Pl ·nlSl (11)

where Pl, nl and Sl are the position vector of the centroid, normal unit vector and area of an
interface or solid face respectively, and M is the maximum number of cell interfaces.

3. THE FLOW CALCULATION SCHEME

3.1. Go6erning equations

The Euler equations for three-dimensional compressible flow in a general moving reference
frame may be written in integral form as

(

(t
&

Vt

U dV+
7

St

F·n dS=0 (12)

where U is the vector of conserved variables, F is the flux vector function and n is the outward
unit vector normal to the boundary St, which encloses the time-dependent volume Vt. U and
F are given by
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(13)

where r, u, 6, w, p and e are density, the x-, y- and z-components of fluid velocity v, pressure
and total energy per unit volume; i, j and k are the Cartesian unit base vectors; and vs is the
velocity of the boundary of the control volume Vt. We use a stationary background Cartesian
mesh to deal with moving boundary problems so vs=0 on any flow interfaces of a cell, but on
a moving solid face vs is the velocity of the moving boundary. Finally, the governing equations
are closed by the ideal gas equation of state

p= (g−1)
�

e−
r

2
(u2+62+w2)

n
(14)
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3.2. Finite 6olume discretization

The flow solver used here is a MUSCL–Hancock [28] scheme of the Godunov type, with
appropriate modifications for use on cut cell meshes and to incorporate body motion. This is
a second-order, two-step upwind scheme. The predictor step uses a non-conservative approach,
which defines an intermediate value over a half-time interval Dt/2

(VU)ijk
n+1/2= (VU)ijk

n −
Dt
2

%
M

m=1

F(Um) ·Sm
n (15)

where V is the cell volume, Sm
n is a cell face side vector and M is the maximum number of cell

faces. For a flow (or uncut) cell, M=6; for a cut cell, M=7. The flux function F(Um) is
evaluated at the midpoints of cell faces following a linear reconstruction of the flow solution
within each cell, via

Um=Uijk
n +rm ·9Uijk

n (16)

where rm is the normal distance vector from the cell centroid to cell face m and 9Uijk
n is a

limited gradient vector in space (see next section).
The corrector step of the scheme is fully conservative. The intermediate solution from the

predictor step is used to define a set of left- and right-states for a series of Riemann problems
at each cell interface. These are solved to provide a set of upwind interface fluxes used to
update the flow solution over the time interval Dt

(VU)ijk
n+1= (VU)ijk

n −Dt %
M

m=1

F(Um
L,R) ·Sm

n+1/2 (17)

where the upwind flux F(Um
L,R) is obtained by solving a local Riemann problem normal to the

cell interface. The left- and right-states at interface m may be calculated by

!Um
L =Uijk

n+1/2+rm
L ·9Uijk

n

Um
R=Un(ijk)

n+1/2+rm
R ·9Un(ijk)

n (18)

where n(ijk) relates to the right neighbouring cell at interface m.
To solve the Riemann problem, either an exact Riemann solver or various approximate

Riemann solvers can be used. Here, a version of the Harten, Lax and van Leer approximate
Riemann solver with modifications to improve the resolution of contact surfaces, hereafter
denoted by HLLC, is used at fluid interfaces [29]. Other choices of approximate Riemann
solvers are possible (e.g. Roe [30], Osher [31]), but we have found the HLLC solver to be
sufficiently accurate and robust in practice. An exact Riemann solution for a moving piston is
used on the solid boundaries (faces) of a cut cell, where the flux is evaluated as follows:
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where pn* and vsn are the pressure and normal velocity arising from the Riemann solution on
the moving solid boundary. Full details of the Riemann solution can be found in Reference
[26].

3.3. Gradient calculation

The gradient calculation on flow cells away from a solid boundary is straightforward and
needs no detailed explanation. However, for cells near a solid boundary, the approach depends
on whether the boundary is static or moving. We use reflection boundary conditions on a solid
boundary, where the variables in fictional cell R (see Figure 5) are obtained as follows:

Á
Ã
Ã
Í
Ã
Ã
Ä

rR=rijk

vR=vijk−2(vijk ·n)n+2(vs ·n)n

pR=pijk

eR=
pR

g−1
+

1
2

rR �vR �2
(20)

The gradients on cut cell (i, j, k) may be of two types: fluid and solid. We calculate the fluid
gradients and solid gradients separately, i.e.

Figure 5. Reflection boundary conditions at a moving surface.
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Ux
f =G

�Ui+1, j,k−Ui, j,k

Dxi+1/2, j,k

,
Ui, j,k−Ui−1, j,k

Dxi−1/2, j,k

�
(21)

Uy
f =G

�Ui, j+1,k−Ui, j,k

Dyi, j+1/2,k

,
Ui, j,k−Ui, j−1,k

Dyi, j−1/2,k

�
(22)

Uz
f =G

�Ui, j,k+1−Ui, j,k

Dzi, j,k+1/2

,
Ui, j,k−Ui, j,k−1

Dzi, j,k−1/2

�
(23)

where Dxi+1/2, j,k=xi+1, j−xi, j,k, Dyi, j+1/2,k=yi, j+1,k−yi, j,k and Dzi, j,k+1/2=zi, j,k+1−zi, j,k ;

Ux
s =G

�UR−Ui, j,k

DxR

,
Ui, j,k−Ui−1, j,k

Dxi−1/2, j,k

�
(24)

Uy
s =G

�Ui, j+1,k−Ui, j,k

Dyi, j+1/2,k

,
Ui, j,k−UR

DyR

�
(25)

Uz
s =G

�Ui, j,k+1−Ui, j,k

Dzi, j,k+1/2

,
Ui, j,k−UR

DzR

�
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where DxR=xR−xi, j,k, DyR=yi, j,k−yR, DzR=zi, j,k−zR and G is a slope limiter function that
is used to prevent over- or undershoots. The limiter function may take one of the following
forms:

I. The Superbee limiter

G(a, b)=s ·max[0, min(2�b �, s ·a), min(�b �, 2s ·a)], s=sign(b) (27)

II. The van Leer limiter

G(a, b)=
a �b �+ �a �b

�a �+ �b � (28)

Once the two types of gradients have been calculated, an area average technique is used to
obtain unique gradients within the cut cell; for example, in the x-direction

Ux=
Sx

f Ux
f +Sx

s Ux
s

max(Sx
l , Sx

r )
(29)

where

Sx
s = �Sx

l −Sx
r � (30)

and
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Sx
f =max(Sx

l , Sx
r )−Sx

s (31)

An analogous treatment is used for the components of the gradient in the y- and z-directions.
A gradient vector at cut cell (i, j, k) can then be obtained as

9Uijk=

Æ
Ã
Ã
Ã
È

Ux

Uy

Uz

Ç
Ã
Ã
Ã
É

(32)

Given the gradient vector 9Uij, a reconstructed solution vector U(x, y, z) can be found
anywhere within the cut cell from

U(x, y, z)=Uijk+r·9Uijk (33)

where r is the normal distance vector from the cell centroid to any specific interface or solid
boundary.

4. EXTENSION TO MOVING BODY PROBLEMS

4.1. Description of body motion

As in two-dimensional problems, three-dimensional rigid body motion involves both transla-
tion and rotation. Instead of prescribing the velocity of every data point on the body
periphery, we first determine the translation velocity vc and rotational velocity vc of the body’s
centre of mass and then calculate values at other points on the body from vc and vc. Values
for vc and vc can be estimated from the pressure distribution about the surface of the moving
body. Here, we briefly describe how to determine the new position of the moving body and the
velocity of any point on it based on known values of vc and vc.

In Figure 6, the position vector of point p on the surface of the solid body is given by

rp=rc+ro=rc+rv+rr (34)

therefore, the velocity of point p is

vp=vc+vc×ro (35)

Now, define unit vectors er and en as

er=
rr

�rr � , en=
vc

�vc �×er (36)
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Figure 6. The position vector of a point p on a solid body.

Then, given the time step Dt, the new position and velocity of point p (see Figure 7) can be
obtained from

Df=vcDt (37)

ro
n+1=rv

n + �rr
n�[cos(Df)er+sin(Df)en ] (38)

rc
n+1=rc

n+vcDt (39)

rp
n+1=rc

n+1+ro
n+1 (40)

vp
n+1=vc+vc×ro

n+1 (41)

Figure 7. Finding the new position of point p.
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4.2. Cell merging on static and mo6ing boundaries

When boundary fitting a static body and/or in cases involving body motion, a cut cell may
turn out to be arbitrarily small and numerical stability considerations may force an unrealisti-
cally small time step. To overcome this problem, a cell merging technique [14,26,32] is used,
which is simple to implement and extends easily to moving boundary problems. The basic idea
is to combine several neighbouring cells together so that the interfaces between merged cells
are ignored and waves can travel in a newly combined larger cell without reducing the global
time step. To implement this technique, we need first to determine which cells should be
merged to avoid problems in the flow integration process. By providing a minimum volume
criterion Vmin for a cut cell, the procedure for finding which cells to merge is

1. Check the cut cell volume against the Vmin criterion. If its volume is larger than Vmin, no
further processing is needed so go to step 4; if its volume is smaller than Vmin, a
neighbouring cell will be needed for merging so go to step 2.

2. Check to see whether the cut cell has already appeared in the cell-merging list. If this is the
case, no further processing is needed so go to step 4; if this is not the case, a suitable
neighbouring cell must be found for merging so go to step 3.

3. The choice of which neighbouring cell to merge with depends on the slope of the solid side
of the cut cell. For example, suppose two cut cells A and B in Figure 8 (shown in
two-dimensional form) are smaller than Vmin, and both are of type one. By comparing the
right and bottom flow interfaces and merging in the direction of the larger one we find that
a suitable cell for cut cell A to merge with is cut cell C, but for cut cell B it is flow cell D.
For the other types of cut cell, an analogous approach is used. Once a neighbouring cell
has been identified it is saved to the cell-merging list.

4. Proceed to the next cut cell and then repeat steps 1–3 until all cut cells have been
processed.

Figure 8. Finding a neighbouring cell to merge with.
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The choice for the minimum volume criterion Vmin is based in practice on a trade-off between
the time step constraint and resolution accuracy. In our calculations, Vmin was set to one half
of the flow cell size.

In cases involving body motion, the cut cell data changes in one of the following four ways:

1. Cut cell becomes solid cell.
2. Cut cell becomes an uncut flow cell.
3. Cut cell remains unchanged.
4. Uncut flow cell becomes a cut cell.

Categories 3 and 4 do not cause any problems. However, where a cut cell becomes solid
(category 1), the volume of the cell at the end of the time step is zero and this will obviously
lead to problems within the flow solver. For category 2, although the cell finally becomes a
flow cell, failure to consider the new born cell will result in strict conservation form being lost
numerically.

For clarity of exposition, we take the two-dimensional case as an example of what to do. A
time step Dt, based on flow cell B will be too large for cut cell A, which will also become solid
at the end of the time step Dt (see Figure 9). To merge the two cells, we first compute updates
at cells A and B as usual

D(VU)A,B= −Dt %
MA,B

m=1

Fm ·Sm (42)

Then, we update the merged cell C simply by combining the volume updates of cells A and B

D(VU)C=D(VU)A+D(VU)B (43)

The conserved variables U for cell C at time tn+1 are

(VU)C
n+1= (VU)A

n + (VU)B
n −Dt

� %
MA

m=1

Fm ·Sm+ %
MB

m=1

Fm ·Sm
�

(44)

We can see that if any of the merged cells finally vanish, their contribution to the mass,
momentum and energy will be transferred into neighbouring cells so that conservation is
automatically maintained.

Figure 9. Cell merging technique for a moving boundary.
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In order to prevent a single cut cell from becoming solid without first merging with
neighbouring cells, an appropriate estimate of the time step is introduced as follows:

Dtx,y,z=
3
Vmin

max(�vs�x,y,z, �v�x,y,z)+a
(45)

Dt=n min(Dtx, Dty, Dtz) (46)

where a is the local speed of sound and n in our calculations was taken to be 0.9.

5. NUMERICAL RESULTS

5.1. ONERA M6 wing at transonic flow

The first computed example is a well-documented steady flow problem: transonic flow past an
ONERA M6 wing. The M6 wing has a leading edge sweep angle of 30°, a trailing edge sweep
angle of 15.8°, an aspect ratio of 3.8 and a taper ratio of 0.562. The wing has the ONERA ‘D’
aerofoil section, which is a 10 per cent maximum thickness-to-chord ratio conventional section.
The standard test conditions are a Mach 0.84 free stream flow at 3.06° angle of attack. Since
this is a transonic flow calculation, the computational domain was chosen as 14D×10D×12D
(D is the maximum chord length of the root section of the wing). A Cartesian mesh with
140×80×95 cells was used in the x-, y- and z-directions respectively. To accurately resolve
the geometry of the wing, a fine mesh was used near the wing surface, which was then
stretched to the outer boundaries of the flow domain (see Figure 10). Pressure contours on the
symmetry plane and a cutting plane near the wing upper surface are shown in Figure 10. The
figure clearly shows a sharply captured Lambda-type three-dimensional shock structure
formed by the two inboard shock waves on the upper surface of the wing. These two shock
waves merge together near a station at 80 per cent semi-span to form a single strong shock
wave in the out-board region of the wing. In the symmetry plane, a normal shock can be seen
as the vertical portion of the Lambda-type shock structure. Figure 11 shows a comparison
between the computed pressure coefficient distributions and experimental data [33] at four
semi-span sections. Generally, the computed results and experimental data agree to within five
per cent around each section. However, in the calculated results, the shock strength is
overpredicted by approximately 10 per cent and the shocks are located further aft than in the
experimental data. These discrepancies are attributed to the fact that our calculations are
inviscid and ignore viscous effects in the boundary layer.

5.2. Shock wa6e diffraction on a cone

Bryson and Gross [34] have studied shock wave diffraction by cones. In their experiments, a
series of Schlieren images of shock diffraction on cones with semi-apex angles varying between
9.7° and 44.7° were made at a mean shock Mach number of 3.6890.16. Figure 12 shows a
typical image from this series, where the semi-apex angle is 35.1° and shock Mach number
Ms=3.55. At these conditions, the main feature is a complex Mach reflection around the cone.
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Figure 10. ONERA M6 wing: cut cell mesh and pressure contours on the symmetry plane and a cutting
plane near upper surface.

Since the cone is axisymmetric, only one quadrant of it has been calculated with our
three-dimensional method. A uniform Cartesian mesh with 90×70×70 cells was used in
the x-, y- and z-directions respectively on a computational domain of 9×7×7 units with
the origin of co-ordinates at the bottom left-hand corner of the mesh and the vertex of the
cone located at (1, 7, 0). Figure 13 shows the cut cell mesh and density contours, which
compare favourably with the experimental results in Figure 12.

Calculations have been performed on three uniform Cartesian meshes with 45×35×35,
70×51×51 and 90×70×70 cells respectively. Line contours of density on the two sym-
metry planes (x–y and x–z) are shown in Figures 14 and 15 respectively. In the calcula-
tions, density is non-dimensionalized with respect to the value in the quiescent gas. All the
diffraction features of the complex Mach reflection such as the Mach stem, triple point and
the kink in the reflected shock are resolved adequately on the two finest meshes. The Mach
stem is not resolved on the coarsest mesh. These results have been used to derive a measure
of grid convergence through the use of a grid convergence index (GCI), as proposed by
Roache [35], which provides a mechanism for the uniform reporting of grid refinement
studies in computational fluid dynamics [36,37]. The basic idea is to approximately relate
the results from any grid refinement test to the expected results from a grid doubling using
a second-order method. The GCI is based upon a grid refinement error estimator derived
from the theory of generalized Richardson extrapolation. The simple formulae are indepen-
dent of the equations being discretized and the dimensionality of the problem, and can be
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Figure 11. ONERA M6 wing: comparison between computed and experimental surface pressure coeffi-
cient distributions at four span-wise sections.
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Figure 11 (Continued)

applied a posteriori to solutions on two grids with no reference to the codes, algorithms or
governing equations that produced the solutions as long as the original solutions are
second-order accurate.
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Figure 12. Shock diffraction on a cone: Schlieren image of shock diffraction on a cone of semi-apex
angle 35.1° and Ms=3.55. Notation: I.S., incident shock; M.S., Mach stem; R.S., reflected shock; C.D.,

contact discontinuity; T.P., triple point (after Bryson and Gross [34]).

Given solution data at the same location on a fine grid and a coarse grid denoted by r1 and
r2 respectively, the GCI is given by

GCI21=3
�e21�

rp−1
(47)

where p is the formal order of accuracy of the numerical method (2 in the present case), r is
the mesh refinement factor

r=
Dx2

Dx1

and e21 is a measure of the percentage relative error between the two solutions at the given
location, i.e.

e21=100
r1−r2

r1
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Figure 13. Shock diffraction on a cone: mesh and line contours of density.

If three or more grids are used in a mesh refinement study, the solution is in the asymptotic
region of grid convergence if GCI215rpGCI32 [35].

Table I shows predicted densities and values of the GCI at various points in the domain on
each grid. Since the present method is second-order (p=2) we require GCI2153.5GCI32 to
demonstrate a converged solution at a particular point. Comparing GCI21 and GCI32 in this
way shows the solution is convergent at the points listed and the GCI provides a measure of
the percentage error in the solution at that point.

5.3. Shock interaction with a missile launcher

A numerical simulation of planar shock wave interaction with a missile launcher (due to
Lohner [38]) obtained using the authors’ two-dimensional Cartesian cut cell method was
reported in Reference [26]. Here, we have used a three-dimensional version of the geometry for
a calculation with the present method. The geometry for the three-dimensional problem is a
launcher vehicle with an axisymmetric missile placed on it. Because of the vertical symmetry in
the problem, only one half of the flow field was discretized. A uniform Cartesian mesh with
120×90×80 cells was used in the x-, y- and z-directions respectively on a computational
domain of 9.6×7.2×6.4 units. Figure 16 shows the geometry of the missile launcher, the cut
cell mesh in the symmetry plane and one cutting plane along the length of missile launcher.
The initial conditions were set as follows: a planar incident shock at Mach 3.0 and g=1.4 was
located a certain distance to the left of the missile launcher travelling from left to right. Once
the incident shock impinges on the vehicle, part of it is reflected at its front face, while the
transmitted part is diffracted around the vehicle. Figure 17 shows two snapshots of density
contours at the time when the transmitted shock has nearly passed the whole missile launcher.
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Figure 14. Shock diffraction on a cone: line contours of density for cone of semi-apex angle 35.1° and
Ms=3.55 (x–y plane); (a) Dx=Dy=0.2, (b) Dx=Dy=0.13 and (c) Dx=Dy=0.1.

We can see that the structure of the shock diffraction in the symmetry plane is very similar to
that found in the two-dimensional case [26,38]. Complex vortices are generated behind the
head of the launcher, which appear to be entirely three-dimensional shock diffraction
structures.

5.4. Muzzle brake flow fields

As an example of a moving-body calculation we have calculated an axisymmetric muzzle brake
flow field. In Reference [39], Widhopf et al. presented experimental data and numerical results
for a muzzle blast wave interaction with a moving projectile and multi-element brakes. The
projectile was initially located inside a barrel and propelled by high-pressure propellant gas. As
the projectile emerges from the barrel, the propellant gas escapes from the muzzle exit and
impinges on the baffle brake. The expanding propellant gas rapidly reaches sonic conditions at
the exit and then there follows a fast decay. In the numerical study, however, sonic conditions
were set at the muzzle exit and consequently the time-dependent overpressure on the brake
surface is characterized by a large amplitude wave relaxing to a steady state distribution. In
our calculations, a uniform Cartesian mesh with 240×96 cells was used in the x- and

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 33: 1121–1151



G. YANG, D. M. CAUSON AND D. M. INGRAM1142

Figure 15. Shock diffraction on a cone: line contours of density for cone of semi-apex angle 35.1° and
Ms=3.55 (x–z plane); (a) Dx=Dy=0.2, (b) Dx=Dy=0.13 and (c) Dx=Dy=0.1.

r-directions respectively on a 12D×4.8D domain (D=30 mm). Figure 18 shows a partial view
of the cut cell mesh, muzzle brakes and the moving projectile at time 0.18 ms. Figure 20 shows
three sets of Mach number contours at times 0.18, 0.28 and 0.37 ms. The first set of contours
show the emergence of the propellant gases behind the projectile, while the second and third
sets show the gas emergence from the first and second brake respectively. The calculated peak
and steady state overpressure values have been superimposed on the measured data in Figure
19. Except at locations close to the brake gap, where there are discrepancies attributed to
differences in the initial conditions between the calculations and experiments, both peak and
steady state overpressures agree with the measured data to within ten per cent.

5.5. A store separation problem

Our second example of a moving-body problem is a hypothetical store separation. The
problem considered is as follows: initially, a store is placed in a cavity, external to which is a
free stream flow at M�=1.5. Inside the cavity, the flow is stationary with the same pressure
as the free stream flow. The store motion is prescribed. Because of the flow symmetry, only
one half of the flow field has been calculated. In the present calculations, a Cartesian mesh
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Table I. Shock wave diffraction on a cone: grid convergence indices comparing
results from the coarse, medium and fine grids.

r3 r2 r1 GCI32 GCI21Point

x–y Plane
1.00 18.3 0.01.00(7.5, 5.5) 0.913

4.20(5.3, 5.4) 4.21 0.8 0.94.19
7.25(5.0, 3.1) 7.23 10.5 1.46.87

7.02 22.9 0.77.03(4.0, 3.0) 6.28
7.06(3.3, 2.4) 7.03 27.1 2.06.19

7.17 14.2 4.3(2.7, 1.8) 6.73 7.23
7.31 13.8 2.57.34(2.1, 1.2) 6.85

7.58(1.5, 0.5) 7.56 7.9 1.17.28
0.10Dx 0.20 0.13

x–z Plane
1.00(7.5, 5.5) 1.00 18.1 0.00.914

4.21 0.8 0.9(5.3, 5.4) 4.19 4.20
7.21 16.4 1.77.23(5.0, 3.1) 6.67

7.03(4.0, 3.0) 7.02 22.6 1.16.29
7.04 26.6 1.4(3.3, 2.4) 6.20 7.05
7.17 16.5 4.07.23(2.7, 1.8) 6.66

7.35(2.1, 1.2) 7.31 16.4 2.96.77
7.58 8.5 0.9(1.5, 0.5) 7.27 7.59
0.100.130.20Dx

Figure 16. Missile launcher: cut cell mesh (shown on two cutting planes).
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Figure 17. Missile launcher: line contours of density.

with 100×62×30 cells was used in the x-, y- and z-directions respectively on a domain of
200×124×60 units. The translational and rotational velocities for the store centre of mass
were 6c= [0.0, −0.5, 0.0]T and vc=0.00023 respectively (non-dimensionalized with respect the
free stream speed of sound and the diameter of the store). The resulting flow fields are shown
at various times after the store has been ejected (at t=0). The position of the store at each
time is determined by the method described in Section 4.1. Figures 21 and 22 show the
positions of the store, the cut cell mesh and density contours at two different times.
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Figure 18. Muzzle brake problem: Cartesian mesh and muzzle brakes for a moving projectile at time 0.18
ms.

Figure 19. Muzzle brake problem: comparison of computed and measured peak and steady state
overpressures on the first brake.

Figure 21 shows the computed flow fields at t=50. At this time, the store has emerged from
the cavity and a bow shock is produced around the nose of the store. Behind the bow shock,
the flow expands to supersonic conditions and two normal shocks appear downstream on the
body surface. Meanwhile, several vortices can be seen in the cavity. The store continues to fall
and at t=100, the bow shock moves with the store while the normal shocks have moved
further aft. The flow features become very complex inside the cavity where shocks and
three-dimensional vortices are visible (see Figure 22). From the computed results we can see
that, although a relatively coarse mesh has been used, the shocks and other flow features are
captured as sharp discontinuities, demonstrating the effectiveness and promise of the present
Cartesian cut cell method for moving boundary/body problems in compressible flow, where
large amplitude body motion occurs.
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Figure 20. Muzzle brake problem: Mach number contours at times 0.18, 0.28 and $0.37 ms.

6. CONCLUSIONS

A method for the computation of compressible flows involving both static and moving
bodies has been presented. The method, based on a Cartesian cut cell approach and multi-
dimensional upwind finite volume scheme, can cope with compressible three-dimensional flows
around arbitrarily complex configurations. For static body problems, the results indicate that
the method is a viable alternative to unstructured meshes for dealing with arbitrarily complex,
three-dimensional, geometries but the mesh generation procedures are much simpler and
cheaper. For moving body problems, this approach allows bodies to move across a stationary
background Cartesian mesh and hence problems such as mesh distortion and body motion
restriction, which may occur when using other mesh approaches (e.g. involving moving
meshes), are avoided completely. This may be of particular value in cases where large
amplitude body motion is involved.
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Figure 21. Store separation problem: cut cell mesh and density contours at t=50.
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Figure 22. Store separation problem: cut cell mesh and density contours at t=100.
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At this time, the method is limited to the simulation of three-dimensional inviscid compress-
ible flows. However, a three-dimensional adaptive Cartesian cut cell gridding method is
currently under development in which both geometry based mesh refinement and solution
based mesh refinement techniques are employed. These developments will enable the inviscid
method to be extended to viscous flows in the near future, as well as improving the resolution
of features of the inviscid flow in some of the examples presented here.

APPENDIX A. NOMENCLATURE

sound speeda
e total energy per unit volume
F flux vector function

Mach numberM
n normal unit vector

static pressurep
normal distance from a cell centroid or point position vectorr
surface of a domain or cell face areaS
cell face area vectorS

t time
Cartesian components of velocityu, 6, w
vector of conserved variablesU
velocity vectorv
cell volumeV

V contravariant velocity
Cartesian co-ordinatesx, y, z

Greek letters
ratio of specific heatsg

n Courant–Friedrichs–Lewy (CFL) number
densityr

rotational velocityvc

V integration domain

Superscripts
f fluid value
s solid value

iteration stepn
star region in a Riemann fan*
left-, right-hand sidel, r
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Subscripts
fluid valuef

s solid value or shock wave
face of a celll

L, R left-, right-hand states of a Riemann problem
infinity at free stream�
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